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Federated Learning - Challenges
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Communication Overhead

Communication Overhead (1 client): VGG16 on ImageNet
- Number of Iterations until Convergence: 900.000
- Number of Parameters: 138.000.000
- Bits per Parameters: 32

--> Total Communication = 496.8 Terabyte

Total Communication = [#Communication Rounds] x  
                                      [#Parameters] x [#Avg. Codeword length]
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Federated Learning - Compression Methods

Total Communication = [#Communication Rounds] x  
                                      [#Parameters] x [#Avg. Codeword length]



Towards Communication-Efficient and Personalized Federated Learning

Communication Delay
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Statistical Heterogeneity 
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Federated Learning - Compression Methods

Total Communication = [#Communication Rounds] x  
                                      [#Parameters] x [#Avg. Codeword length]
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Biased Compression
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Error Accumulation
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Federated Learning - Recap Compression
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Combination of Methods: Sparse Binary Compression

Total Communication = [#Communication Rounds] x  
                                      [#Parameters] x [#Avg. Codeword length]

[Sattler et al. 2019]
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Comm. 
delay:

Sparsify &
binarize:

Residual 
accum.:

Golomb 
encoding:

Encode distances between nonzero elements (geom. distr.)

send 1 value, 2 positions

Combination of Methods: Sparse Binary Compression
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Results
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SBC Challenges
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Non-IID Settings

[Sattler et al. 2020]



Communication-Efficient Federated 
Distillation
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Federated Averaging vs. Federated Distillation
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Reducing Communication Overhead in FD
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Compressed Federated Distillation
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Results

[Sattler et al. 2021]



Personalization in FL
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Federated Learning - Personalization
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Solution: Use separate model 
for each cluster

How to identify these clusters ?

A single classifier can not correctly 
separate the data all clients.

Federated Learning - Personalization
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Diverging Preferences
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Cosine Similarity between Gradients
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Separation Theorem

[Sattler et al. 2020]
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Clustered Federated Learning

Federated Learning 1st split 2nd split
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Clustered Federated Learning

Byzantine Setting: A subset of clients behaves 
unpredictably or tries to disturb the joint training 
effort in an directed or undirected way

[Sattler et al. 2020]



New MPEG Standard
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MPEG NNC Standard

Standard on "Compression of Neural Networks for 
Multimedia Content Description and Analysis"
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MPEG NNC Standard

ISO/IEC 15938-17  (MPEG-7 Part 17) – NNC (Compression of neural networks for 
multimedia content description and analysis)

NNC is developed as a toolbox
- Inclusion in external neural network formats and frameworks, such as PyTorch, 
TensorFlow, ONNX or NNEF
- Independent coding method of neural networks (compression of weights, biases, 
etc. per parameter tensor plus inclusion of format-specific topology)

Compression efficiency of 95% without degrading classification quality, e.g. top-1.
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MPEG NNC Standard
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MPEG: Incremental Compression of NN

Call for Proposals on ICNN issued

Responses by April 2021

Aim: Technology for the compressed, interpretable and interoperable representation of 
updates of trained neural networks

Target: Use cases on federated learning with solution categories on:
- Network updates after refining/adding more training data, e.g. in federated learning
- Network updates after transfer learning/adapting to specific data (with and without 
network structure changes
- Network updates with higher precision/less compression
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Conclusion

Federated Learning is a powerful training schemes (e.g., privacy-
preserving, distributed data, ideal for communications applications).


Clustered Federated Learning allows to apply FL in realistic scenarios, 
where clients have diverging preferences.


Many challenges still exist (complexity, robustness to adversaries etc.)


CFL provides robustness in Byzantine settings, where standard FL fails.


New MPEG standard for FL / NN update compression.
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Federated Learning

References
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NN Compression
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